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Abstract

Smartphones now offer the promise of collecting behavioral data unobtrusively, in situ, as it unfolds in the course of daily life. Data can be collected from the onboard sensors and other phone logs embedded in today’s off-the-shelf smartphone devices. These data permit fine-grained, continuous collection of people’s social interactions (e.g., speaking rates in conversation, size of social groups, calls, and text messages), daily activities (e.g., physical activity, sleep) and mobility patterns (e.g., frequency and duration of time spent at various locations). Here we draw on the lessons from the first wave of smartphone-sensing research to highlight areas of opportunity for psychological research, present practical considerations for designing smartphone studies, and discuss the ongoing methodological and ethical challenges associated with research in this domain. It is hoped that these practical guidelines will facilitate the use of smartphones as a behavioral observation tool in psychological science.

Key words: mobile sensing, smartphones, behavior, big data, research design
Nearly sixty percent of adults in the United States own smartphones, with adoption rates increasing in countries around the world (Pew Research Center, 2014, 2015). These phones are sensor-rich, computationally powerful, and near constant companions to their owners, providing unparalleled access to people as they go about their daily lives (Lane et al., 2010). Moreover, smartphones can query people about their subjective psychological states (via notifications to respond to survey questions). These features have paved the way for the use of smartphones as data-collection tools in psychological research (Gosling & Mason, 2015; Miller, 2012).

Already, researchers have begun to experiment with smartphones as behavioral data-collection tools, and in the process, have gained valuable experience in addressing the numerous practical challenges of undertaking successful studies. Here we draw lessons from the first generation of smartphone-sensing studies to offer researchers practical advice for implementing these methods. We first review the sensors available in today's off-the-shelf smartphones and point to some promising areas of opportunity for psychological research using smartphone-sensing methods. To facilitate research in this area, we present practical considerations for designing smartphone studies, and discuss the ongoing methodological and ethical challenges associated with this kind of research. The Online Materials also include a more detailed, technical discussion of the logistical setup needed for smartphone-sensing studies (see Appendices A - B).

**Traditional Methods of Collecting Behavioral Data**

Existing procedures for collecting data on behavior typically ask participants to estimate the frequency or duration of past or typical behaviors. For example, a person asked to report on sociability behaviors for a given time period might be asked: How many people did you talk to (frequency) or how many minutes did you spend in conversation (duration)? However, these
self-reporting procedures are associated with well-known biases, such as lack of attention to critical behaviors, memory limitations, and socially desirable responding (Gosling, John, Craik, & Robins, 1998; Paulhus & Vazire, 2007). Other methods for estimating behaviors have focused on presenting participants with hypothetical scenarios or recording behaviors in contrived laboratory studies. Several commentators have lamented the field’s widespread reliance on self-reports and artificial laboratory studies, rather than on objective behaviors as they play out in the context of people’s natural lives (e.g., Baumeister, Vohs, & Funder, 2007; Furr, 2009; Reis & Gosling, 2010; Paulhus & Vazire, 2007). But for many decades, the existing methods for collecting behavioral data in the field have been difficult and time consuming to use and intrusive for the participants being observed (Craik, 2000). Consequently, as a discipline, we have lots of data on what people believe they do, derived from their self-reports; but we have little data on what people actually do derived from direct observations of their daily behaviors (Baumeister et al., 2007).

Smartphone sensing methods are poised to address this gap in research by allowing researchers to collect records of naturalistic behavior relatively objectively and unobtrusively (Boase, 2013; Rachuri, et al., 2010; Wrzus & Mehl, 2015). In doing so, these methods address some of the methodological shortcomings of retrospective self-reports and studies of behavior in artificial laboratory contexts (Baumeister et al., 2007; Furr, 2009; Funder, 2007; Paulhus & Vazire, 2007). Moreover, the rising adoption rates of smartphones across the world are set to help psychological researchers reach beyond participants from WEIRD populations (i.e., western, educated, and from industrialized, rich, democratic countries; Henrich, Heine, & Norenzayan, 2010) to obtain more representative samples that produce generalizable findings about people’s day-to-day behavioral tendencies. Together, these features mean that smartphones
have the potential to revolutionize how behavioral data are collected in psychological science (Gosling & Mason, 2015; Miller, 2012).

**The Promise of Smartphone Sensing**

Off-the-shelf smartphones already come equipped with the sensors needed to obtain a great deal of information about their owners' behavioral lifestyles. They routinely record sociability (who we interact with, via calls, texts, and social media apps) and mobility behaviors (where we are, via accelerometer, GPS, and WiFi radio) as part of their daily functioning. Smartphone sensing methods make use of these behavioral records by implementing on-the-phone software applications (apps) that passively collect data from the native mobile sensors and system logs that come already embedded in the device. Table 1 presents an overview of the most common types of smartphone data, their function in the device, and a summary of the behaviors they have been used to infer in past research. Some of the most common sensors found in smartphones include: the accelerometer, Bluetooth radio, Global-positioning system (GPS), light sensor, microphone, proximity sensor, and WiFi radio. Other types of smartphone data collected include: call logs, Short Message Service (SMS) logs, application-use logs, and battery-status logs.

[insert Table 1. Overview of Types of Smartphone Data: Functions, Features, and the Behaviors they Capture]
Table 1
Overview of Types of Smartphone Data: Functions, Features, and the Behaviors they Capture

<table>
<thead>
<tr>
<th>Type of Smartphone Data</th>
<th>Function in the Device</th>
<th>Features of the Data</th>
<th>Behaviors Captured from Smartphone Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile sensor data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accelerometer sensor</td>
<td>Orients the phone display horizontally or vertically</td>
<td>XYZ coordinates; duration and degree of movement vs. stationary</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Bluetooth radio (BT)</td>
<td>Allows the phone to exchange data with other BT-enabled devices</td>
<td>Number of unique scans; Number of repeated scans</td>
<td>✓</td>
</tr>
<tr>
<td>Global-positioning system scans (GPS)</td>
<td>Obtains the phone location from satellites</td>
<td>Latitude and longitude coordinates; coarse (100-500 meters) or fine-grained (100 meters or less)</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Light sensor</td>
<td>Monitors the brightness of the environment to adjust phone display</td>
<td>Information about ambient light in the environment</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Microphone sensor</td>
<td>Permits audio for calls</td>
<td>Audio recordings in the acoustic environment</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Proximity sensor</td>
<td>Indexes when the phone is near the user’s face to put display to sleep</td>
<td>Measurement of the proximity of an object to the screen (e.g., in centimeters)</td>
<td>✓</td>
</tr>
<tr>
<td>WiFi scans</td>
<td>Permits the phone to connect to a wireless network</td>
<td>Number of unique WiFi scans; locations of WiFi networks</td>
<td>✓</td>
</tr>
<tr>
<td>Other phone data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Call log</td>
<td>Records calls made and received</td>
<td>Incoming and outgoing calls; no. of unique contacts</td>
<td>✓</td>
</tr>
<tr>
<td>Short Message Service (SMS) log</td>
<td>Records text messages made and received</td>
<td>Incoming and outgoing text messages</td>
<td>✓</td>
</tr>
<tr>
<td>Application (app) use log</td>
<td>Records phone applications used and installed</td>
<td>Number of apps; frequency and duration of app use</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Battery status log</td>
<td>Records battery status</td>
<td>Battery charge times; low/med/high battery status</td>
<td>✓</td>
</tr>
</tbody>
</table>

Note: These are the most commonly used types of smartphone data at the time of this writing. This list is bound to grow as more sensors are embedded in the devices.
Such smartphone data can be used to capture many behaviors, which we organize here in terms of a framework derived from previous research on acoustic observations: Social interactions, daily activities, and mobility patterns (Mehl, Gosling, & Pennebaker, 2006; Mehl & Pennebaker, 2003). Social-interaction behaviors include initiated and received communications (via call and text logs; Boase & Ling, 2013; Chittranajan, Blom, & Gatica-Perez, 2011; Kobayashi & Boase, 2012), ambient conversation (via microphone; Lane et al., 2011; Rabbi et al., 2011), speaking rates and turn-taking in conversation (via microphone; Choudhury & Basu, 2004), and the size of in-person social groups (via Bluetooth scans; Chen et al. 2014). Daily activities include people’s physical activity (via accelerometer; Miluzzo et al., 2008), sleeping patterns (via combination of light sensor and phone usage logs; Chen et al., 2013), and partying and studying habits (via combinations of GPS, microphone, and accelerometer; Wang et al., 2015). Mobility patterns include people’s duration of time spent in various places (like their home, gym, or local café), the frequency of visiting various places, the distance travelled in a given time period, and routines in mobility patterns (via GPS and WiFi scans; Farrahi & Gatica-Perez, 2008; Wang et al., 2014).

It should be noted that smartphones are just one of the many mobile-sensing devices that can collect behavioral information with great ecological validity; other devices include wearable devices (e.g., smartwatches) and household items (e.g., smart thermometers). However, in light of their ubiquity and the fact that they come already equipped with numerous embedded sensors (Lane et al., 2010), smartphones are particularly well placed to address many of the methodological challenges facing the field as it strives to become a truly behavioral science (Miller, 2012).
Smartphone-sensing research is flourishing in the field of computer science, but has only recently begun to enter the methodological toolkit for psychological researchers (Gosling & Mason, 2015; Miller, 2012; Wrzus & Mehl, 2015). Thus, there are many areas of opportunity for psychological research to use sensing methods to examine both new and existing research topics. Interdisciplinary research groups composed of psychologists and computer scientists have already incorporated sensing methods into studies of such varied topics as emotional variation in daily life (Rachuri et al., 2010), sleeping patterns and postures (Wrzus et al., 2012), and interpersonal behaviors in group settings (Mast et al., 2015). To help researchers think about how they might integrate sensing methods into their own research, we next present an illustrative range of three research domains (see Table 2 for a summary of these domains and suggested analytic techniques that could be used to explore them).

[insert Table 2. Summary of Areas of Opportunity for Psychological Research using Smartphone Sensing Methods]
Table 2  
Summary of Areas of Opportunity for Psychological Research using Smartphone Sensing Methods

<table>
<thead>
<tr>
<th>Research objective</th>
<th>Types of research questions</th>
<th>Suggested analytic techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Describing behavioral patterns over time</td>
<td>• How does the behavior manifest across different units of time?</td>
<td>• Psychometric analyses</td>
</tr>
<tr>
<td></td>
<td>• What are the normative behavior trajectories?</td>
<td>• SEM-based longitudinal models (GCM; LGCM)</td>
</tr>
<tr>
<td></td>
<td>• What individual difference factors predict the behavior trajectories?</td>
<td>• Time series models</td>
</tr>
<tr>
<td></td>
<td>• What are the main types or profiles of behavioral patterns?</td>
<td>• Change models (pre-post)</td>
</tr>
<tr>
<td></td>
<td>• Do certain individuals or groups have a signature behavioral pattern?</td>
<td>• Unsupervised machine learning techniques (e.g., K-means clustering, mixture models, hierarchical clustering)</td>
</tr>
<tr>
<td></td>
<td>• What are the behavioral signatures associated with psychological constructs (e.g., personality, well-being)?</td>
<td>• Longitudinal profile and class analyses (LPA; LGCA)</td>
</tr>
<tr>
<td>Predicting life outcomes and implementing mobile interventions</td>
<td>• What are the key behavioral predictors of a given outcome (e.g., physical health, mental health, subjective well-being, performance)?</td>
<td>• Supervised machine learning techniques (e.g., DTA, CART, Random Forests)</td>
</tr>
<tr>
<td></td>
<td>• How does behavior change pre and post a significant life event / intervention?</td>
<td>• Unsupervised machine learning techniques (e.g., K-means clustering, mixture models, hierarchical clustering)</td>
</tr>
<tr>
<td></td>
<td>• When is the best time to intervene to promote positive behavior change?</td>
<td>• Change models (pre-post)</td>
</tr>
<tr>
<td>Examining social network systems</td>
<td>• How do social relationships manifest in the network?</td>
<td>• Social network analysis (SNA)</td>
</tr>
<tr>
<td></td>
<td>• How do social behaviors vary by other psychological factors (e.g., personality, status)?</td>
<td>• Dyadic analyses</td>
</tr>
<tr>
<td></td>
<td>• What outcomes do features of the social network predict?</td>
<td>• Social Relations Model (SRM)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Describing Behavioral Lifestyle Patterns Over Time

As a nominally behavioral science, the field of psychology knows surprisingly little about people’s patterns of everyday behavior over time – their behavioral lifestyles. Sensing research, focused on longitudinal patterns of stability and change in behavioral lifestyles, can provide information about the behaviors associated with individual differences (e.g., demographic, personality, or well-being factors) and life stages (e.g., adolescents, adults, the elderly). Even a catalogue of the basic behaviors in which people engage would provide a much-needed empirical foundation on which more sophisticated questions can be built. For instance, smartphone data can be used to classify different types of behavioral lifestyles based on certain markers that characterize a person or groups’ behaviors over time. Such studies could be used to develop classification models that distinguish between-persons behavioral classes, such as the set of patterns that characterize a “working lifestyle” or a “student lifestyle,” based on social interaction (e.g., frequency of making and receiving SMS messages), daily activities (e.g., times of the day when sedentary vs. active), and mobility behaviors (e.g., regularity in mobility patterns to work or campus). It is likely that behavioral lifestyles will also emerge that describe within-person variations in behavior, such as activity patterns (e.g., people who show a highly sedentary lifestyle only on weekdays vs. throughout the week) or socializing patterns within a week (e.g., people who have a highly social lifestyle only on weekends vs. throughout the week). The identification of behavioral classes in this manner could aid in the development of interventions for those who deviate from normative or healthy behavioral lifestyles.

Predicting Life Outcomes and Implementing Mobile Interventions

Clinicians and other health practitioners working with populations exhibiting problematic behaviors have long-recognized the opportunity for smartphone-based methods for improving
health outcomes – an area of research known as *mobile health* (mHealth). A common goal for many mHealth studies is identifying the behaviors associated with positive and negative health outcomes so that behavior-change interventions may be designed and implemented on a large-scale (Lathia et al., 2013).

Behavioral lifestyle data about social interactions, daily activities, and mobility patterns can be used to determine the key predictors of important life outcomes including physical health (e.g., heart disease, obesity), mental health (e.g., depression, anxiety), subjective well-being (e.g., mood, stress), and performance (e.g., academic, occupational). For instance, sensing methods are being used to describe the patterns of behavior and subjective experience associated with depressive symptoms (Saeb et al., 2015), and the behavioral and mood patterns associated with schizophrenia symptoms (Ben-Zeev et al., 2014). Other examples of mental health outcomes that sensing methods are particularly well-placed to identify are the behavioral markers that precede manic or depressive episodes, alcohol or drug relapse among recovering addicts, and suicidal ideation or attempts. Researchers have also used sensing methods to build machine-learning models that use behavioral lifestyle data (e.g., sociability, studying trends) during an academic term to predict students’ academic performance (as measured by GPA) at the end of the term (Wang et al., 2015).

Descriptive research on the normative and non-normative behavioral patterns of people’s daily lives will point to the significant patterns that indicate when an intervention might be delivered. For instance, when trying to predict a clinical episode in schizophrenic populations, the onset of an episode may manifest via a *change* in the daily social interactions, activities, or location patterns of the individual (Ben-Zeev et al., 2014). In other instances, such as when trying to predict relapse among recovering addicts, the *presence* of a problem behavior (e.g.,
location data show the individual prone to alcoholism is spending time in a bar) may be enough to trigger an intervention. In the same vein, when trying to predict periods of severe depression among depressed populations, the absence of certain behaviors (e.g., not socializing with others, not leaving one’s home) may indicate when an intervention is needed (e.g., Saeb et al., 2015).

These types of mHealth techniques hold much promise for increasing access to psychotherapy among diverse populations (Morris & Aguilera, 2012). Technically, these intervention strategies are possible now, but are only feasible in small-scale controlled settings because they require constant monitoring of the incoming data to effectively implement in real-time. Moreover, to be truly effective more descriptive research is needed from both normative and non-normative populations. We expect the next few years to yield much data on behavioral patterns across a broad spectrum of psychological topics, paving the way for these large-scale, but targeted and individualized interventions.

**Examining Social Network Systems**

Social scientists have long been interested in social network systems because they provide a way to link micro and macro-level processes within a larger social structure. For example, social network systems have been used to examine friendship groups (Eagle, Pentland, & Lazer, 2009), online social media interactions (Brown, Broderick, & Lee, 2007), and disease transmission (Gardy et al., 2011). Traditionally, social networks have been studied using self-report methods; however, self-reported networks can only provide data on how we think our networks are structured, not how they are actually structured. Mental representations of networks can be biased by motives or memory, and may not accurately depict actual behavior. Such biases were demonstrated when asking social groups members to report on their interactions, and then comparing these data with observational interaction data, revealing that self-reports of
communication patterns do not map onto actual behavioral communication patterns (Bernard, Killworth, & Sailer, 1980, 1982).

Smartphone-sensing methods can address this problem by providing a new way to collect and analyze social-interaction data. Instead of relying on recall, researchers may obtain actual communication records from many different phone-based sources. With participant consent, call and SMS message logs can be monitored for frequency, duration, and unique persons contacted in incoming and outgoing interactions (e.g., de Montjoye, Quoidbach, Robic, & Pentland, 2013), and information about online social networks can be obtained by tapping into data from other applications installed on the phone (e.g., Contacts, Facebook, Twitter, Gmail; Chittaranjan, Blom, & Gatica-Perez, 2011; LiKamWa, Liu, Lane, & Zhong, 2013). Moreover, researchers may also obtain data that serves as a proxy for estimating face-to-face interactions from mobile sensors, such as Bluetooth and microphone data to infer when participants are with other people or engaged in conversation (e.g., Chen et al., 2014; Lane et al., 2011; Rabbi et al., 2011; Wang et al., 2014).

Unlike the social network information provided by recall, smartphone-based social structures do not depend on the limits of human memory. The direct assessment of social interactions with a sensing device combines the authenticity of a network built from recall with the accuracy of electronic assessment. These types of social interaction data (e.g., phone and SMS logs, Bluetooth, microphone, social media application usage) can be combined with other data (e.g., self-report surveys), and synthesized with any number of other variables in highly descriptive models of behavior.
Practical Considerations for Making Key Design Decisions

The technology and software that permit smartphone-sensing research are changing so rapidly that it would be of little use to review or recommend specific products; however, there are a series of basic questions about the design that need to be addressed by anyone running a smartphone-sensing study. The answers to these questions will guide which smartphone devices and sensing software are adopted for the study, even as the capabilities of the specific products evolve. Therefore, to facilitate the use of smartphone-sensing methods, we next present a set of practical considerations for key design decisions that will need to be made in most smartphone-sensing studies. These tips are derived from our experiences implementing both small and large-scale smartphone-sensing studies. Table 3 presents an overview of these decisions. Ultimately, of course, each of these design decisions will be guided by the research questions under study. We start by laying out the general structure of most smartphone-sensing studies.

[insert Table 3. Overview of Key Design Decisions for Smartphone Sensing Studies]
### Table 3

**Overview of Key Design Decisions for Smartphone Sensing Studies**

<table>
<thead>
<tr>
<th>Key Decisions</th>
<th>Description</th>
<th>Considerations</th>
<th>Implications</th>
</tr>
</thead>
</table>
| How long is the study duration?        | The study duration will depend in part on the research questions of the study (e.g., interested in hourly, daily, weekly, monthly behavioral trends)                                                        | • Participant incentives must be considered for encouraging use of the sensing app for long periods of time                                                                                                    | • Attrition rates are bound to increase as study designs get longer in duration  
• The duration of the study influences the types of generalization that can be made from the behavioral results                                                                                       |
| What is the sampling rate?             | Sensing apps vary in how frequently they sample from the mobile sensors and phone logs (e.g., continuous, semi-continuous, periodic)                                                                     | • Longer study durations with high frequency samples tend to result in larger datasets. (e.g., hundreds of gigabytes of smartphone data)  
• The best sampling rates for predicting various outcomes have yet to be determined                                                                                                               | • Working with big datasets requires some technical and computational skills (e.g., in R or Python)  
• Researchers may need to aggregate the smartphone data to the appropriate unit of analysis for their research questions                                                                                 |
| What smartphone device will participants use? | Participants may either be given devices to use for the duration of the study, or they may use their own devices                                                                                               | • Which smartphone OS (if any) is preferred by the researchers (e.g., Android or iOS)?  
• How frequently do the smartphone data need to be sampled?                                                                                                                                                  | • The OSs may be more or less popular in a given area (e.g., country), or with a given demographic group (e.g., socioeconomic status)  
• The OSs have different sampling constraints built into their systems (for a description of the differences, consult Online Materials, Appendix A) |
| What sensing application will be used? | Researchers may decide to design a sensing app, or use a pre-existing app (e.g., a commercial, open-source, or prototype app)                                                                            | • Sensing apps can be built with the proper resources and technical skills, but at this stage this requires computer scientist collaboration  
• What types of smartphone data are needed?                                                                                                                                                               | • There are technical challenges that will be faced when designing smartphone software (e.g., bugs or crashes in the app)  
• The app selection impacts the types of smartphone data collected, the sampling rates, and the setup of the sensing system (for example references see Table 4) |

*Note: Additional considerations and implications may vary depending on specific research questions and objectives. Additional references are included in the Online Materials and Appendix A.*
How are smartphone-sensing systems set up?

Smartphone-sensing studies require the setup of a system that runs the application software and facilitates the collection, storage, and extraction of data during and after the study (see Table 4 for a summary of the features of a smartphone-sensing study design). These smartphone-sensing systems consist of three main components: the front-end, the back-end, and the data-processing component.

[insert Table 4. Summary of Features and Functions of Smartphone Sensing Study Design]
### Table 4
**Summary of Features and Functions of Smartphone Sensing Study Design**

<table>
<thead>
<tr>
<th>Design Feature</th>
<th>Function</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensing device and sensing application software</td>
<td>Front-end of the sensing system</td>
<td><em>Sensing apps can be:</em></td>
</tr>
<tr>
<td></td>
<td>• The smartphone user-interface (UI) that people use to respond to surveys and participate in the study</td>
<td>• Commercial (e.g., Easy M, MetricWire)</td>
</tr>
<tr>
<td></td>
<td>• Determines the types of sensor data collected and the sampling rate</td>
<td>• Open-source (e.g., AWARE, Emotion Sense, Funf, Purple Robot; Sensus)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Prototypes (e.g., BeWell, StudentLife, StressSense)</td>
</tr>
<tr>
<td>Server storage space</td>
<td>Back-end of the sensing system</td>
<td><em>Servers can be hosted by:</em></td>
</tr>
<tr>
<td></td>
<td>• Communicates with the Front-end to run the sensing software</td>
<td>• Commercial platforms (e.g., Amazon Web Services)</td>
</tr>
<tr>
<td></td>
<td>• Can be either physical servers (hardware) or virtual servers (cloud-based)</td>
<td>• University or company-based computing and Information Technology Services (ITS)</td>
</tr>
<tr>
<td></td>
<td>• Stores the data in databases, in various file formats (e.g., CSV, JSON)</td>
<td><em>Databases:</em></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• MongoDB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• MySQL</td>
</tr>
<tr>
<td>Data Management</td>
<td>Data processing component of sensing system</td>
<td><em>Programming languages</em></td>
</tr>
<tr>
<td></td>
<td>• Monitor data collection to identify potential problems</td>
<td>• R</td>
</tr>
<tr>
<td></td>
<td>• Extract behavioral inferences from the smartphone data (e.g., applying classifiers, algorithms, combining data)</td>
<td>• Python</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Analytic software</em></td>
</tr>
<tr>
<td></td>
<td>• Aggregate the sensor data to appropriate units of analysis (e.g., hourly, daily, weekly units)</td>
<td>• MATLAB</td>
</tr>
<tr>
<td></td>
<td>• Run more formal analyses of the given research questions of interest</td>
<td>• MPlus</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• R</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• SPSS</td>
</tr>
</tbody>
</table>
The front-end component consists of the smartphone application software that is installed on the participant’s phone (left panel of Figure 1), and consists of the user interface with which the participant interacts with the app (e.g., to respond to survey notifications). The sensing-application software collects data by sampling from a series of sensors, applications, and phone logs. The back-end component consists of three major features that run behind-the-scenes on a server to facilitate data collection: the portal server, the participant-manager, and the data storage (middle panel of Figure 1). The portal server is the main node of the backend component; it receives the data from the smartphone front-end and checks it against the participant-manager (which provides user authentication). The portal server stores the sensor data collected from applications in the data storage, which is typically a database that can handle very large datasets (e.g., MySQL, MongoDB). The database is a necessary feature of the backend component because it allows researchers to query the data and, when necessary, apply transformations to the data to compute behavioral inferences from the sensor data (see Developing Behavioral Measures from Smartphone Data section below). Any additional data collected during the study (e.g., pre or post survey measures) can also be stored in the data storage.

The data-processing component consists of monitoring the data collection, preparing the sensor data for analysis, and the formal data analysis (see right panel of Figure 1). The monitoring of incoming data is a critical component of sensing-study design because the data are often being collected passively (i.e., automatically on the phone, without participant input) and somewhat continuously (e.g., every few hours, every few minutes), making it important that any problems with data collection are identified as they occur in real time. Generally, data-monitoring practices involve the extraction of the sensor data from the database in which they are stored and the application of several computer scripts (often written in Python or R) to the
data to obtain summary statistics and visualizations of the data collected. Example data-monitoring tasks include, visualizing participation and attrition rates during the study, and estimating the amount of data collected as the study progresses. Such summaries are crucial indications of the application's performance and participants' engagement, permitting researchers to tweak the study design or contact participants about any observed gaps in data collection even as the project is underway. Readers interested in a more technical review of the sensing system should consult the Online Materials (Appendix B).

[Figure 1. Example Setup of a Smartphone Sensing System]
Which device and sensing application should I use?

Smartphone-sensing studies typically deploy applications for devices running Android or iOS operating systems (OS). The decision to use either of these OSs will be influenced by several factors, including the sampling-rate constraints of the OS, and whether participants will be downloading the sensing application to their own device or be given a device to use for the study duration. As of March 2016, the Android OS permits third-party apps to sample from more sensors and system phone logs than apps running on iOS (for a detailed discussion of the pros and cons of these two OSs at the time of this writing, see Appendix A in the Online Materials). Android also claims around 80% of the global market for smartphone devices, while iOS claims around 15% of the market (International Data Corporation, 2015), suggesting that psychological studies that use Android devices will have access to more diverse and representative samples from populations around the world. However, the smartphone market in the U.S. is split close to evenly between Android and iOS users (Smith, 2013), and there are some demographic differences in use of the OSs (i.e., iOS users being of higher socioeconomic status), suggesting that sensing studies in the U.S. may have difficulty recruiting samples of only Android or iOS users if one OS is selected for the study design.

What types of smartphone data do I need for my study? Some mobile-sensing applications vary in the breadth of sensors they use, ranging from those that use only one sensor (e.g., StressSense, which used microphone data to infer stress levels from features of a participant’s voice; Lu et al., 2012) to those that use many sensors (e.g., StudentLife used accelerometer, Bluetooth, GPS, microphone, and WiFi to chart behaviors associated with well-being and performance; Wang et al., 2014). Some applications also have integrated sensing and ecological-momentary assessments (EMAs) as part of their data-collection process (e.g.,
Emotion Sense; Rachuri et al., 2010); such applications are useful for studies that want to query participants about their subjective experiences while also collecting objective behavioral data from the smartphone. The right-hand column of Table 4 provides references to existing sensing applications for interested researchers.

**Will participants use their own mobile device or should I provide them with one?**

One large benefit of participants using their own mobile devices is that participant recruitment can sample from diverse and larger populations if the application is made available publicly on app stores. For example, the Emotion Sense application (Rachuri et al., 2010) is available on Google Play, the store for Android applications, and has registered thousands of active users worldwide. An additional benefit to using participants’ own devices is that the behavioral data will have high fidelity and ecological validity because the data are collected from the participants’ primary device, which they already keep with them throughout the day (see Online Materials, Appendix A for a comparison of primary and secondary phone users in a study by Wang et al., 2014).

The main drawbacks to participants using their own devices stems from the lack of standardization in the smartphone data collected, which is introduced by using a mixture of devices and operating systems. For example, the classifiers used to process the data (see Developing Behavioral Measures from Smartphone Data section below) could introduce noise to the behavioral measures if they were developed in devices running the Android operating system, but used in devices running the iOS operating system. Such standardization issues even arise when using a standard operating system but across devices made by different manufacturers and/or containing different makes of sensors (e.g., Stisen, et al., 2015). For this reason, some smartphone-sensing studies have provided participants with mobile devices to use for the
duration of the study (e.g., Wang et al., 2014); however, this approach requires participants to carry an extra phone with them and does not scale to studies with very large numbers of participants.

**How long should my study run and how often should I sample?**

Smartphone sensing studies tend to be longitudinal designs and may span from several hours to several months. Both the length of study and the sampling rate will play a key role in determining which application to use and the eventual size of the dataset. For example, a study of daily fluctuations in activity would require a longitudinal design of at least 1 week in duration so each day of the week is represented, and it would need a smartphone device and sensing application that permit semi-continuous collection of accelerometer sensor data.

Sampling rates vary from those that automatically monitor smartphone data every few minutes to those that collect smartphone data only periodically, such as when a participant opens the application to respond to a survey notification. The sampling rate at which the smartphone data are collected has a big impact on the size of the resulting dataset. Due to the continuous nature of smartphone data collection, longer study durations with higher sampling rates will result in significantly larger datasets, with some datasets reaching hundreds of gigabytes of sensor data. Thus, researchers must take care to ensure they have sufficient server space on the back-end to handle the quantities of data, which are rare in conventional studies. High sampling rates can also result in the battery life of the device being drained rapidly, which can present problems for retaining participants who are likely to drop out of studies if the everyday use of their phone is impaired by the sensing application.

**How do I obtain behavioral variables from the smartphone data?**
Smartphone-sensing studies produce big datasets that require researchers to use some familiar and advanced techniques for processing data. It is possible that future sensing systems will eliminate the need for researchers to implement these processing techniques (e.g., by providing researchers with the desired behavioral variables already computed). However, to facilitate research in this domain, below we present some current techniques for processing sensor data to ready it for more formal analyses. The techniques we review are used to create behavioral variables from sensor data, such as techniques for extracting behavioral inferences, inferring more complex behaviors, and preparing the data for analysis.

**Extracting behavioral inferences.** The application software used in the study typically determines the format of the sensor data. The application may store the data in one of two ways. The software may simply store the raw, unprocessed sensor data after collecting it from the participant’s phone — these data are termed *raw-sensor* data. Or the software may process the sensor data before storing it, to make inferences about the participant’s behavior — these data are termed *behavioral-inference* data. The main distinction between these two data formats is that the unprocessed raw-sensor data require an additional processing step to obtain meaningful behavioral variables, whereas the behavioral-inference data are already processed to create a variable that captures a behavior of interest. Thus, the extraction of behavioral inferences is typically the first step in processing the data for subsequent analyses because the sensor data need to be transformed into psychologically meaningful units that also lend themselves to further analyses.

Smartphone-sensing applications that store raw-sensor data typically generate large amounts of data (several GBs or more) that can be costly to store on the phone in terms of battery life, and costly to transfer and store on a server. To illustrate, consider raw-sensor data
collected from an accelerometer sensor. Raw accelerometer data consist of three values per sampled data point — an X coordinate, a Y coordinate, and a Z coordinate. These three XYZ coordinates are collected each time the sensor is sampled. In studies with continuous sampling rates (e.g., samples collected every few minutes), this can quickly scale up and result in massive datasets that need to be processed before meaningful variables (e.g., behaviors like walking or running) can be obtained.

In contrast, applications that store behavioral-inference data do so by including the processing step within the software of the system itself. In doing so, the application runs classifiers on the phone in real-time, to convert the raw-sensor data to behavioral inferences, before storing the behavioral-inference data. To illustrate, an application that collects behavioral-inference data from the accelerometer sensor would apply activity classifiers to the raw accelerometer data (XYZ coordinates), resulting in behavioral-inference data that might take the form of a 0 for stationary behavior, a 1 for walking, and a 2 for running. These behavioral-inference data (not the raw-sensor data) are stored and later processed further and analyzed by the researchers.

Compared to raw-sensor data, psychologists may find behavioral-inference data to be more intuitive and easier to work with because of its interpretability and the smaller size of the datasets. However, an advantage to collecting raw-sensor data is that it contains a rich amount of sensor information, which can later be used for other behavioral inferences that are developed after the study period. Many classifiers have been developed to infer behaviors, and a review of the existing classifiers is beyond the scope of the current article. We recommend that researchers working with raw-sensor data consult with computer science collaborators and research articles published in computer science journals and conference proceedings (e.g., the Association for
Computing Machinery’s International Joint Conference on Pervasive and Ubiquitous Computing [UbiComp], the International Conference on Mobile Systems, Applications, and Services [MobiSys], the Conference on Embedded Networked Sensor Systems [SenSys]) for guidance on selecting the appropriate classifiers to use to infer a given behavior of interest.

**Combining different types of sensor data.** The combination of two (or more) types of sensor data can produce more finely specified and context-specific behaviors. For instance, context-specific behavioral estimates can be obtained by binning behavioral inferences obtained from sensors (e.g., microphone, accelerometer, or Bluetooth) according to the user’s physical context using GPS or WiFi data. This technique allows researchers to infer finely specified behaviors, including among other things: talking with others in different locations (e.g., home, campus, work), degree of physical activity in different locations, and amount of time spent alone or with groups of people in different locations. The integration of location data in this manner paves the way for more fine-grained studies of behavior expression across situations (Harari et al., 2015).

To illustrate with an example, previous research has used combinations of sensor data to infer studying behavior among students during an academic term (Wang et al., 2015). To infer studying durations, combinations of GPS and WiFi data were used to determine whether the student was in a campus library or study area, microphone data were used to determine whether the environment was silent (not noisy or around people talking), and accelerometer data were used to determine whether the student’s phone was stationary (and not being used; Wang et al., 2015). This combination of sensor-based behavioral estimates was used to infer the duration of time a student spent studying during the term. It is worth noting here that this approach to inferring studying behavior likely underestimates the actual amount of studying in which the
students engaged. That is, the sensor data combinations used in the study may be a sufficient condition for inferring studying behavior, but they are clearly not a necessary condition (e.g., the students may have studied at home or at cafes, or in noisy environments). Nonetheless, the average studying duration obtained from this behavior inference correlated .38 with students’ academic performance at the end of the term (measured via their GPAs; Wang et al., 2015), offering some evidence for the validity the complex behaviors inferred in this manner.

The application of algorithms to the sensor data can also produce estimates of more complex behaviors that are not easily captured from a single sensor. Complex behavioral estimates can be obtained by transforming several types of sensor data that capture lower-level behaviors into one higher-level behavioral inference by using an algorithm designed for the task. An example of this approach is the algorithm developed to infer sleeping durations based on several different types of sensor data (Chen et al., 2014); the types of data used by the algorithm included the current time (whether it is day or night time), the state of the ambient light sensor (whether the environment is light or dark), the phone logs (whether the phone is being used or not), the accelerometer (whether the phone is stationary or not), and the battery logs (whether the phone is charging or not). By using an algorithm that takes into account the various states of these different types of data, the researchers were able to infer sleeping patterns that included the participant’s time to bed and rise, and sleep duration within +/- 42 minutes (Chen et al., 2014).

Another application for these more complex algorithms is in computing higher-level mobility patterns, such as variability of time spent in different locations, distance travelled in a given day, or the routineness of a person’s mobility patterns (e.g., Farrahi & Gatica-Perez, 2008; Saeb et al., 2015). More psychological studies are needed to examine the convergent and external validity of such behavioral measures, but the initial studies are promising.
Combining sensor data with self-report data. The integration of self-report data with sensor data permits the researcher to supplement objective behavioral estimates with the participants’ own reports of their experience. To illustrate this approach with an example, consider a researcher who is interested in how socializing behaviors change as a function of a person’s situational context or internal state (e.g., mood or stress level). To study this, behavioral-inference data could be partitioned according to the participant’s concurrent ecological-momentary assessment (EMA) reports (e.g., talking durations [obtained via microphone] when they report being with friends, at work, stressed out, in a good mood, etc.).

Sensor data can also be used to trigger context-contingent EMAs (Pejovic, Lathia, Mascolo, & Musolesi, 2015). For example, when a person goes to a new place (obtained via GPS data), the app can deliver relevant EMA questions (e.g., What is this place? Who are you with? What are you doing here?). Context-contingent EMAs can also be triggered based on phone use (e.g., EMAs triggered after the end of phone calls can ask about the participant’s mood). Obviously, there are many possible ways to partition sensor data based on participants’ reported psychological experiences, and many ways to deliver context-contingent EMAs. Researchers interested in deploying context-contingent designs will want to consider how this decision may affect the representation of the construct (or behavior) in the aggregated sensor data (e.g., Lathia, Rachuri, Mascolo, & Rentfrow, 2013). We expect psychological research that combines sensor data with self-reports to yield fine-grained descriptions of the behavioral antecedents and consequences of various psychological states.

Preparing the data for analysis. Once the behavioral-inference data are extracted, researchers may need to aggregate the data to the appropriate level or unit in time for their analyses. To create the aggregated variables (e.g., estimates of hourly or daily activity duration),
computer codes (e.g., Python or R scripts) need to be applied to the processed behavioral-inference data to partition the data and aggregate them as needed. Consider for instance, the aggregation of call log data, which might require the application of scripts to compute the duration of time spent on incoming or outgoing calls each day (by aggregating across the individual call durations in a given day). In a similar fashion, the aggregation of these data could also involve computing the frequency of incoming or outgoing calls each day. In general, the time-frame selected for the data-aggregation step will be guided by the research questions and study design. For example, if the researchers were interested in how sociability is related to daily mood, the call and SMS message log data could be matched and aggregated at the daily level as well.

After the data have been aggregated to the appropriate time frame of interest (e.g., daily sociability estimates), the psychometric properties of the sensed behavioral data should be examined. For this step, we recommend using techniques that are already common in psychological methods, including measures of central tendency (e.g., mean, median, mode), distributional qualities (e.g., standard deviation, skew, kurtosis), and relationships among the behavioral measurements and their reliability over time (e.g., autocorrelation, test-retest correlations). Additionally, we suggest computing inter-individual and intra-individual estimates to examine differences in variability due to between (i.e., different persons) and within-person (i.e., time) factors. These techniques are an ideal starting place because they provide descriptive information about the data (e.g., shape of the distribution, dependence among observations) that may help identify the best modeling approach based on observed properties of the sensor data (e.g., whether the data meet assumption checks).
Challenges for Smartphone Sensing in Psychological Research

Typical smartphone-sensing studies collect data over time and with great fidelity, generating huge quantities of observations and placing the approach clearly within the domain of “big data” and its associated analytic techniques (Gosling & Mason, 2015; Miller, 2012; Yarkoni, 2012). These features of the method currently require highly technical setup, meaning that researchers (or their collaborators) must have considerable technical and computational expertise (e.g., using R or Python for data management and analysis). These requirements are common to most cases of big-data research but there are also several challenges that are unique to smartphone sensing that warrant further discussion. These challenges center on the development of behavioral measures from smartphone data, standards for study ethics, safeguards for participant privacy, and data security.

Developing Behavioral Measures from Smartphone Data

The promise of smartphone sensing for psychologists is the possibility of converting basic sensor data (e.g., accelerometer, microphone, and GPS readings) into broader psychologically interesting variables (e.g., physical activity, sociability, situational information; Harari et al., 2015). Psychologists are particularly well equipped to play a major role in developing such behavioral measures. To date, such behavioral inferences extracted from smartphone data vary widely across individual sensing studies and many of the behavioral classifiers being used have been validated in small, homogenous samples. For example, studies have examined the validity of smartphone-based accelerometers for measuring physical activity (Case, Burwick, Volpp, & Patel, 2015), as well as accelerometers and GPS for identifying modes of transportation (Reddy, Mun, Burke, Estrin, Hansen, & Srivastava, 2010). However, a psychological approach to measurement and assessment that focuses on issues of reliability,
validity, and generalizability, has much to contribute to the task of developing novel and meaningful behavioral measures.

Studies focused on the reliability of behavioral inferences are needed to develop the measures (e.g., certain classifiers, combinations of data, or algorithms) that are most consistent and generalizable across different smartphone devices and populations. Additionally, studies that examine the validity of these measures can reveal how sensor-based behavioral measures relate to self-reported behavioral measures and other objective behavioral measures (construct validity), and how sensor-based behavioral measures relate to important outcomes (external validity). Psychologists are also well equipped to identify the sampling rates (e.g., thin-slices, periodic, continuous) needed to achieve optimal predictive models with respect to behavioral measures obtained from smartphone data (criterion validity). This area is a particularly important one for future research because the behavioral inferences obtained from smartphone data may underestimate or overestimate certain behaviors. For example, social interactions could be underestimated if a person is around other people who are not speaking or do not have Bluetooth enabled on their devices because the sensing application would not register their presence. Social interactions could also be overestimated if a person is alone but watching TV loudly because the sensing application might register the presence of human speech. Such psychometric considerations point to the roles that psychologists can play in developing behavioral measures that capture the important features of people’s behavioral lifestyles.

**Standards for Ethics, Privacy, and Security**

There are growing concerns regarding the extent to which mobile devices collect behavioral information, often on behalf of commercial and governmental entities (Madden & Rainie, 2015). This state of affairs raises a series of ethical issues for researchers wanting to
make use of smartphone-sensing data. Here we offer some initial guidelines for meeting ethical standards, safeguarding participant privacy, and ensuring data security.

**Study Ethics.** Smartphone-sensing research is by its nature unobtrusive, potentially continuous, and observational. As such, sensing studies require ethics approval from Institutional Review Boards (IRBs). As in other psychological studies, participants in sensing studies should voluntarily enroll in the study, be made aware of the data that are collected, and agree to use the sensing application on the smartphone device. Naturally, researchers will have to be sensitive to the technological competence of their participants (Bakke, 2010), and should consider providing training sessions about how to use the application (and perhaps the smartphone device itself) during the consent process.

As an observational method, smartphone sensing research demands transparency between researchers and participants as a central research practice. Transparency can be achieved in several ways. For instance, transparency about how the sensing application works and the data storage practices being implemented should be made clear to participants. In practice, transparency is best implemented as part of an ongoing informed-consent process, starting with participants receiving information about the sensing application (e.g., the types of data it collects) and ending with a debriefing session (e.g., the goals of the study, opportunity to receive a copy of their data).

An interview approach to informed consent has proved successful in previous observational sensing studies (e.g., EAR studies, StudentLife study; Mehl et al., 2001; Mehl & Pennebaker, 2003; Wang et al., 2014). When both entrance and exit interviews are conducted, the researcher is able to monitor participants’ reactions to the study, and keep participants updated with study-relevant information. However, the delivery of the consent process may need
to be adapted to alternative formats (e.g., using video chat or phone calls for communicating with participants, using short informational videos to describe the study and application); particularly, for studies collecting data from larger and/or global samples.

Of course, research is needed to determine the degree to which participants are prepared to give such consent, and whether consent rates vary according to participant characteristics (e.g., age, privacy concerns, motivation to learn about oneself). The probability of giving consent is likely influenced by the perceived costs of doing so (e.g., compromised privacy) and the expected benefits (e.g., new insights into one’s behaviors). To get an initial sense of whether participants might be willing to provide consent to participate in studies that track their behaviors, we surveyed a group of college students (N = 1,516) about their willingness to participate in such research. Ninety-six percent of respondents said they would be willing to participate in research that permitted them to self-track their psychological states and behaviors over time. Of that group, numbers varied in terms of the intrusiveness of the data they were willing to provide, including responding to EMAs one or more times a day (54%), providing access to data from sensors on their smartphone (46%), their web browsing history (33%), their online educational platforms (e.g., Canvas; 47%), their social media accounts (42%), and from wearable devices (e.g., Fitbit; 47%).

Concerns about data use must be balanced against the perceived benefits of participating in smartphone-sensor studies. Our survey data suggest that students experience a variety of motivations that might serve as incentives to participate in such research. We found that students reported wanting to participate in a self-tracking program if it helped improve their academic performance (80%), manage their time (63%), understand when they are most productive (61%), keep track their exercise or dieting habits (59%), improve their mental health (58%), keep track
of stress and its sources (58%), and improve their physical health (55%). In other domains (e.g., online personality questionnaires) personalized feedback has proven to be a powerful incentive for participation across a range of demographic groups (Gosling & Mason, 2015; Kosinski et al., 2015). Overall, our self-reported survey data and findings from other domains suggest that it is possible to recruit participants for smartphone studies but that some concerns about privacy clearly remain. In the coming years, research will be needed to determine the causes of these concerns and what, if anything, can be done to assuage them.

**Safeguarding Participant Privacy.** Smartphone-sensing studies also demand attention to privacy. Given the sensitive nature of the data being collected, participants should be provided with maximum control over their personal digital records to ensure participant privacy is respected. Research practices that permit participants to withdraw or retroactively redact (i.e., remove or delete) their data from the study without recourse should be the standard. Moreover, these withdrawal and redaction procedures should be relatively effortless for participants. For instance, participants could withdraw from a study at any time by simply uninstalling the sensing application from their smartphone, or redact their data at any point during the study should they wish to do so by simply providing a written request (via email) to the researcher. This participant-redaction approach has been successfully used with data collection in studies using other behavioral observation methods (e.g., EAR studies; Mehl et al., 2001), suggesting it is an effective means of respecting participants’ privacy. Tools that allow participants to view and manage their own data are another, perhaps ideal, way to provide participants with control over their own personal data. As of 2016, this is not a standard feature of sensing application systems. However, data-privacy researchers have developed and field-tested a promising personal metadata management framework that allows individuals to manage their data and select third-
parties with whom they would like to share their data (de Montjoye, Shmueli, Wang, & Pentland, 2014).

Another important consideration is that laws vary geographically on whether audio recording is legal, so researchers who aim to collect microphone data will need to attend to local laws. One potential solution to this problem is to make use of sensing applications that process audio data on the phone to extract behavioral inferences (e.g., stress level from voice pitch, linguistic features), without storing the microphone data. Instead, the data collected from participants would consist of the behavioral inferences made on the device (not the actual audio data).

**Establishing Data Security.** Smartphone-sensing studies also require special attention to data security because smartphone data are inherently personally revealing about participants' daily lives (e.g., who they communicate with, the places they visit). Researchers need to attend to data security at the stages of collection, storage, and sharing. Examples of secure data-collection practices include using smartphone-sensing applications that transmit sensor data to their servers securely using encryption technologies. For instance, by uploading data to the servers only when the participant is connected to WiFi, the data can be transferred using Secure Sockets Layer (SSL) encryption. SSL is an industry-standard technique used to ensure that data transferred between devices are encrypted and shared securely. Data storage should be done using password-protected servers. These password-protected servers should only be accessible to researchers that are central to the data collection and data processing stages of the study. Certain types of sensor data contain information that is inherently personally identifiable. For example, sensitive content (e.g., names) may be recorded via the microphone sensor (e.g., in conversation), the phone logs (e.g., calls and SMS), or the Bluetooth sensor (e.g., the name of someone else’s smartphone
device). In such instances, researchers should consider ways to replace any personal names or email addresses with a unique, anonymity-preserving identifier, such as a randomly generated alphanumeric code. When sharing the data with other researchers, all personally identifiable information should be removed.

Looking Forward

The last five years have witnessed great progress in researchers’ ability to undertake smartphone-sensing studies; smartphone sensing is on the verge of presenting a feasible and unobtrusive method for collecting behavioral data from people as they go about their daily lives. These methods are beginning to be used in psychological research, but their use has yet to become widespread. However, the present generation of studies is set to yield sensing systems that overcome many of the obstacles that have slowed the uptake of sensing methods. In particular, new sensing systems with point-and-click interfaces will automate many of the tasks needed in smartphone-sensing research. These point-and-click systems will facilitate widespread use of sensing methods by handling the setup of the system, such as providing software for the back-end and front-end components, and handling automated data-processing tasks. Moreover, conferences and workshops that facilitate interdisciplinary collaborations among psychologists and computer scientists have begun to be held (e.g., Campbell & Lane 2013; Lee, Konrath, Himle, & Bennett, 2015; Mascolo & Rentfrow 2011; Rentfrow & Gosling 2012) and will continue to play a helpful role for researchers interested in integrating smartphone sensing into their studies. As smartphone sensing becomes commonplace in psychological research, we anticipate that psychology is finally on the verge of fully realizing its promise as a truly behavioral science.
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Appendix A

Technical Information to Facilitate Key Design Decisions

Selecting a Smartphone Device and Sensing Application

At the time of this writing, Android devices provide more flexibility than do iOS devices with respect to collecting data in smartphone-sensing studies. The flexibility of the Android device stems from two features. First, Android devices allow third-party applications to collect data from many of the phone’s sensors and operating system logs (e.g., application usage logs, call and SMS logs, battery and charging logs). Second, Android devices allow third-party applications to run continuously, collecting data as part of the background processes of the phone, even when the application is not being used.

In contrast, the iOS-based iPhone allows third-party applications to collect data only from a limited number of sensors, and does not allow access to the operating-system logs. The iPhone also does not currently allow third-party applications to run in the background processes on the phone (see Miluzzo et al., 2008 for an in-depth evaluation of mobile sensing on the iPhone). Instead, current mobile sensing applications designed for iPhones typically can collect sensor data only when the application is open and running in the foreground of the phone screen. One caveat to this restriction is that iPhones permit the collection of periodic location data even when the application is in the background, by capturing significant changes in location that are picked up by a combination of cell towers and GPS. Thus, the decision to use one device over another will affect the types of sensor data collected and the sampling rates (i.e., continuous vs. periodic data collection).

Recent updates to the iPhone OS suggest that iOS devices may permit flexible sensor data collection for third-party applications in the near future. However, given the current
limitations to sensor-data collection on the iPhone, we recommend that researchers interested in continuous sampling of many sensors (e.g., sampling every few minutes) use Android devices. iOS devices should be primarily used by researchers interested in periodic sampling from the accelerometer and GPS sensors (e.g., every 15 minutes, or each time the application is opened) or where high numbers of the participant pool have iPhones (e.g., many student samples).

An additional factor to consider when selecting the smartphone device will be whether the researchers will provide the participants with mobile devices, or require participants to use their own mobile devices. Both of these techniques have been successfully used in previous research, and there are benefits and drawbacks to each approach. The benefit of providing participants with mobile devices for use during the study is that the application will technically function the same for all the participants. For example, in the StudentLife study (Wang et al., 2014) participants were loaned an Android phone with the application already installed to use for the duration of the study. This approach resulted in fewer technical problems experienced by participants (e.g., fewer bugs in the application that cause freezing or crashing) because all the participants used the same OS. However, the drawback of providing participants with mobile devices is that they may or may not make it their primary device, which could influence the behavioral estimates computed from the sensor data. For example, if participants are asked to carry around a secondary device, there will likely be instances in which they forget to bring the device with them, potentially underestimating the amount of time they spend engaging in various behaviors (e.g., being physically active or socializing). Figure S1 is reproduced from the StudentLife study (Wang et al., 2014) to illustrate the differences in data collection that may result from participants using their own devices vs. a secondary device.
Figure S1. Example of data monitoring technique for visualizing collected sensor data. The graph depicts the average number of hours of sensor data collected from the participants throughout the study duration. Primary users (N = 11) were participants who installed the application to their own smartphones. Secondary users (N = 37) were participants who carried an additional (i.e., secondary) smartphone with the application installed on it. This graph was previously published in the StudentLife study (Wang et al., 2014).
Appendix B

Information about the Logistical Setup of Sensing Systems

Front-end component

The first component of a smartphone sensing system is the frontend, which consists of the smartphone application software that is installed on the participant’s phone. The sensing-application software collects data by sampling from a series of sensors, applications, and phone logs. To prolong the battery life of the smartphone and avoid accruing charges on the participant’s own data plan, the application may store the collected data on the phone until the phone is charging and/or connected to WiFi. When the phone is connected to WiFi, the application then uploads the data to the portal server (see Back-end description below) using a Secure Sockets Layer (SSL) encryption for added security. The SSL permits the secure transmission of data between the phone and the server. Once the data are uploaded to the server, they remain stored there until they are ready to be extracted for processing and subsequent analysis.

Back-end component

The back-end component runs behind the scenes on a server. There are typically three major features of the back-end component: the portal server, the participant-manager, and the data storage. The portal server is the main node of the back-end component because it receives the data from the smartphone front-end and checks it against the participant-manager (which provides user authentication) before storing it in the data storage.

The participant-manager is a user-authentication feature, which contains a list of registered participants for the study and permits researchers to control who participates in the study. When a participants’ smartphone attempts to upload his/her data to the portal server, the
front-end first sends its participant’s authentication (typically in the form of a unique identifier) to the portal server. The portal server uses the participant-manager to check if the participant’s authentication is valid (i.e., registered for the study). If the participant-manager shows the authentication to be valid, the front-end is permitted to upload the sensor data to the portal server. The portal server then knows who the data belongs to, and parses the uploaded data and saves it in the appropriate location in the data storage.

The data-storage requirements for sensing studies go beyond those of traditional psychological studies because of the continuous data-collection process. Typically, physical servers or cloud servers are purchased to store the sensor data. Physical servers require that researchers estimate the amount of data storage needed prior to data collection. However, it may be difficult to estimate the size of the sensing dataset prior to data collection, particularly for studies using different OSs because inconsistencies in sampling rates (e.g., across devices or OS platforms) can lead to varying amounts of data collected per participant. Moreover, we suspect the size of sensor datasets will increase exponentially as sensing studies include larger, representative samples (e.g., participants recruited world-wide via application stores), collect data over longer periods of time (e.g., for as long as a participant chooses to keep the application installed), and include more data-heavy measures (e.g., high quality video). To illustrate the dataset sizes that can be reached, consider the StudentLife study (Wang et al., 2014) that continuously tracked 48 students using a smartphone application for a ten-week academic term. The total amount of sensor data collected was 52.6 GB, for an average of 1.1 GB per person. Thus, we recommend researchers use cloud servers, such as Amazon’s Elastic Compute Cloud, for data storage, especially when the size of the dataset cannot be predicted accurately, because cloud servers provide flexible storage capabilities.
Data-processing component

The third component of a smartphone sensing system is data processing, which typically consists of monitoring the data collection, preparing the sensor data for analysis, and the formal data analysis. Real-time data monitoring allows researchers to determine how long the app is running (collecting data) per day, for each participant. Pre-set thresholds (e.g., less than 15 hours of data collection per day in a study using a continuous sampling rate) can be used to trigger investigations into potential data-collection issues; for instance, a participant may have uninstalled the application or forgotten to turn on their WiFi to allow the data to be uploaded to the portal server. In these instances, the researcher would want to identify the problem and contact the participant (e.g., to find out why they dropped out of the study, remind them to connect to WiFi when possible). Another practice is to calculate how many hours of sensor data (e.g., accelerometer, GPS, Bluetooth) have been collected for each day of the study. Figure S1 presents an example of this data monitoring practice from the data collected in the StudentLife study (Wang et al., 2014). These types of visualizations can help to identify problems in data collection, such as drops in participation that may be due to technical issues or general attrition.